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We address a fundamental challenge in Reinforcement Learning from In-
teraction Demonstration (RLID): demonstration noise and coverage limita-
tions. While existing data collection approaches provide valuable interaction
demonstrations, they often yield sparse, disconnected, and noisy trajectories
that fail to capture the full spectrum of possible skill variations and transi-
tions. Our key insight is that despite noisy and sparse demonstrations, there
exist infinite physically feasible trajectories that naturally bridge between
demonstrated skills or emerge from their neighboring states, forming a con-
tinuous space of possible skill variations and transitions. Building upon this
insight, we present two data augmentation techniques: a Stitched Trajectory
Graph (STG) that discovers potential transitions between demonstration
skills, and a State Transition Field (STF) that establishes unique connec-
tions for arbitrary states within the demonstration neighborhood. To enable
effective RLID with augmented data, we develop an Adaptive Trajectory
Sampling (ATS) strategy for dynamic curriculum generation and a historical
encoding mechanism for memory-dependent skill learning. Our approach
enables robust skill acquisition that significantly generalizes beyond the
reference demonstrations. Extensive experiments across diverse interaction
tasks demonstrate substantial improvements over state-of-the-art methods
in terms of convergence stability, generalization capability, and recovery
robustness.
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1 INTRODUCTION
Robot-object interaction skills are fundamental to numerous applica-
tions, ranging from character animation to robotic manipulation [Fu
et al. 2024b,a; Gao et al. 2024a; Wang et al. 2024b; Xiao et al. 2024;
Xu and Wang 2024; Zhang et al. 2023b]. Recent advancements in
reinforcement learning from interaction demonstration (RLID) have
yielded promising results in acquiring these complex skills [Wang
et al. 2023a, 2024c; Zhang et al. 2023a]. By focusing on robot-object
state transitions, a unified learning framework has been established,
enabling the acquisition of versatile interaction skills from diverse
human demonstrations efficiently. However, while current demon-
stration collection methods provide rich interaction examples, the
captured trajectories are usually noisy and sparse - only capture a
limited subset of possible skill variations rather than the full spec-
trum of interaction patterns [Fan et al. 2024, 2023; Jiang et al. 2023;
Kim et al. 2024; Liu et al. 2022; Menolotto et al. 2020; Taheri et al.
2020; Wang et al. 2024c; Zhang et al. 2024b]. Therefore, developing
methods to acquire robust and generalizable interaction skills from
sparse and noisy demonstrations is of particular importance.
In this work, we present a novel data augmentation and train-

ing system built upon RLID that significantly enhances its capa-
bilities in handling imperfect demonstrations, achieving superior
convergence stability, robustness to perturbations, and generaliza-
tion performance. Our key insight is that despite noisy and sparse
demonstrations, there exist infinite physically feasible trajectories
that naturally bridge between demonstrated skills or emerge from
their neighboring states, forming a continuous space of possible skill
variations and transitions. Building upon this insight, we develop
a comprehensive data augmentation framework to fully identify
these uncaptured skill patterns. The framework consists of two
core components: a Stitched Trajectory Graph (STG) that discov-
ers potential transitions between demonstration skills, and a State
Transition Field (STF) that establishes unique connections for arbi-
trary states within the demonstration neighborhood. To facilitate
effective STF learning through RLID, we introduce an Adaptive
Trajectory Sampling (ATS) strategy to ensure balanced learning of
hard samples, complemented by a pre-trained history encoder for
memory-dependent skill learning.

Given sparse and noisy demonstrations, our method not only ac-
quires intended interaction skills but also achieves robust recovery
capabilities from error states within the demonstration neighbor-
hood. Furthermore, our approach masters unseen bridging tran-
sitions between demonstrated skills, enabling robust and smooth
skill switching. This demonstrates the potential of our method in

enriching the coverage of interaction and manipulation patterns
that are typically challenging to capture during data collection.

Extensive experiments across diverse datasets, including BallPlay-
M [Wang et al. 2024c] and ParaHome [Kim et al. 2024], demonstrate
substantial improvements over state-of-the-art approaches. Our
method achieves near-perfect success rates with 40-50% improve-
ment and enhances generalization performance by over 35% com-
pared to existing methods. Comprehensive ablation studies and case
analyses further validate the effectiveness of each proposed compo-
nent. We encourage readers to visit our project website for video
demonstrations: https://anonymous202501.github.io

2 RELATED WORK

2.1 Imitation Learning in Character Animation
In recent years, the field of learning physics-based character skills
from demonstrations has witnessed remarkable advancements [Bae
et al. 2023; Braun et al. 2023; Dou et al. 2023; Hassan et al. 2023; Liu
and Hodgins 2018; Luo et al. 2023; Pan et al. 2024; Park et al. 2019;
Peng et al. 2018, 2022; Sferrazza et al. 2024; Tessler et al. 2023; Wang
et al. 2023a, 2024c; Zhang et al. 2023b,a]. Broadly, these methods
can be categorized into two types: locomotion and interaction.

Locomotion. Recently, reinforcement learning [Kaelbling et al.
1996] within physics-based simulation environments [Makoviychuk
et al. 2021], guided by imitation reward functions, emerged as the
mainstream approach for humanoid skill acquisition. This shift has
been instrumental in both character animation [Peng et al. 2018,
2022, 2021] and the development of robust gaits for real-world robots
[Fu et al. 2024b; He et al. 2024a,b,c; Zhang et al. 2024c]. [Peng et al.
2018, 2022, 2021] introduced classic aligned imitation reward func-
tions and unaligned adversarial imitation reward functions [Ho and
Ermon 2016] to learn locomotion skills. Further research has ap-
plied imitation rewards to motion-tracking [Luo et al. 2023] and
conditional control [Dou et al. 2023; Tessler et al. 2023]. These semi-
nal works inspired subsequent research that leverages locomotion
priors for learning diverse interaction tasks [Dou et al. 2023; Has-
san et al. 2023; Liu et al. 2024; Peng et al. 2022; Tessler et al. 2024,
2023; Xiao et al. 2024], such as playing tennis [Zhang et al. 2023b],
climbing ropes [Bae et al. 2023], and grasping [Luo et al. 2024].

Interaction. A significant body of research in Human-Object In-
teraction (HOI) has emphasized non-physical generative approaches
[Jiang et al. 2023, 2024b; Li et al. 2023a, 2025, 2023b; Starke et al.
2020, 2021; Wang et al. 2024a; Xu et al. 2023a, 2024; Yang et al. 2025].
Despite their advantages in multimodal integration and scalability,
these methods inherently lack physical authenticity and necessitate
extensive training data. Recent works have attempted to extend
the success of imitation learning in locomotion to interactive skill
acquisition, forming an emerging paradigm we term as Reinforce-
ment Learning from Interaction Demonstration (RLID). Zhang et al.
[Zhang et al. 2023a] introduced interaction graph for learning multi-
character interactions and retargeting. Chen et al. [Chen et al. 2024]
developed a hierarchical policy learning framework that leverages
human hand motion data to train object-centric dexterous robot
manipulation. Most relevant to our work, SkillMimic [Wang et al.
2023a, 2024c] proposed a scalable framework for RLID with a unified
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Fig. 2. Given a degraded reference trajectory containing physically unreach-
able state transitions, perfect trajectory reconstruction becomes impossible.
The goal is to learn a set of ideal trajectories that are both physically feasible
and satisfy reconstruction thresholds. These ideal trajectories must exist
within an 𝜺-neighborhood of the reference trajectory.

interaction imitation reward, enabling the acquisition of complex
basketball skills such as dribbling and shooting, while demonstrating
the reusability of these learned interaction skills.

2.2 Data Augmentation for Motion Data
Data augmentation for motion capture has been a long-standing
challenge in character animation. Early approaches relied on mo-
tion graphs [Kovar et al. 2002; Lee et al. 2002; Zhao and Safonova
2009] to synthesize continuous animations by concatenating mo-
tion fragments. These methods typically identify similar motion
frames through pose matching and resolve discontinuities via mo-
tion blending techniques [Kovar and Gleicher 2003, 2004]. While
such approaches have achieved remarkable success in locomotion
synthesis, their extension to human-object interaction (HOI) sce-
narios remains challenging. Motion graphs inherently require a
comprehensive motion database to enable effective transitions be-
tween motion segments. However, in HOI contexts, the introduction
of manipulated objects dramatically expands the interaction space,
making it prohibitively expensive to capture sufficient data covering
all possible transition scenarios.
Recent years have witnessed the emergence of rule-based data

augmentationmethods for robot-object trajectories [Gao et al. 2024b;
Garrett et al. 2024; Jiang et al. 2024a; Mandlekar et al. 2023; Pumacay
et al. 2024; Zhang et al. 2024a]. While these approaches have shown
promise in expanding manipulation datasets, they face fundamental
limitations when handling noisy demonstrations or bridging sparse
motion segments in themanipulation space. In contrast, RLID [Wang
et al. 2023a, 2024c] has demonstrated remarkable tolerance to data
noise, and generative adversarial imitation learning (GAIL) [Ho
and Ermon 2016] with random state initialization [Andrychowicz
et al. 2020; Hwangbo et al. 2019] has proven effective in learning
generalized transitions between sparse motion segments in locomo-
tion tasks [Peng et al. 2022]. However, the successful application
of GAIL to interaction imitation remains an open challenge, since
interactions require more fine-grained guidance compared to loco-
motion, whereas GAN rewards tend to be coarse-grained [Wang
et al. 2024c].

3 PRELIMINARIES ON RLID
Reinforcement Learning from Interaction Demonstration (RLID)
views the learning of the manipulation task as learning underlying
robot-object state transitions [Wang et al. 2024c], which is typically
defined by a reference trajectoryA : {𝒔0, ..., 𝒔𝑇 } where𝑇 represents
the trajectory length, 𝒔𝑡 represents the kinematics of both the robot
and objects. The state transitions evolve through the interplay of
a learned policy 𝝅 (𝒂𝑡 |𝒔𝑡 ) and a deterministic physics simulator
𝒇 (𝒔𝑡+1 |𝒂𝑡 , 𝒔𝑡 ). The policy is parameterized as a Gaussian distribution
to enable stochastic exploration, where the mean is generated by a
neural network 𝝓 (𝒔𝑡 ) that maps states to actions, while maintaining
a fixed variances 𝚺. Formally, we have 𝒂𝑡 ∼ N(𝝓 (𝒔𝑡 ), 𝚺). We can
also rewrite 𝒔𝑡+1 as a stochastic variable:

𝒔𝑡+1 ∼ 𝑃 (·|𝝓, 𝒔𝑡 ,𝒇 ) . (1)

To learn the target state transitions, a unified interaction imitation
reward [Wang et al. 2024c] is used to measure the similarity between
the generated robot-object state and the reference:

𝑟𝑡 = 𝑆 (𝒔𝑡+1, 𝒔𝑡+1) = 𝑟𝑏𝑡 ∗ 𝑟𝑜𝑡 ∗ 𝑟𝑟𝑒𝑙𝑡 ∗ 𝑟𝑐𝑔𝑡 , (2)

which integrates four normalized sub-rewards: body states (𝑟𝑏𝑡 ), ob-
ject states (𝑟𝑜𝑡 ), robot-object relative positions (𝑟

𝑟𝑒𝑙
𝑡 ), and contacts

(𝑟𝑐𝑔𝑡 ). The integrated reward 𝑟𝑡 is bounded in [0,1], enabling consis-
tent scaling across diverse demonstrations. During RLID training,
the robot and object states are initialized from the reference 𝒔𝑖 [Peng
et al. 2018], where 𝑖 is randomly sampled from [0,𝑇 − 1].

To handle diverse transition patterns, we adopt the conditioning
mechanism from [Wang et al. 2024c] by introducing a condition
variable 𝒄 into the policy formulation 𝝅 (𝒂𝑡 |𝒔𝑡 , 𝒄). This variable can
encode various levels of information, from high-level skill labels in
basketball tasks to fine-grained target states for tracking models, en-
abling a single policy to learn from heterogeneous demonstrations.

4 METHOD

4.1 Problem Definition
Given a noisy reference trajectory A : {𝒔0, ..., 𝒔𝑇 } containing both
degraded and missing states, where each state 𝒔𝑡 = [𝒔𝑟𝑡 , 𝒔𝑜𝑡 ] com-
prises both robot state 𝒔𝑟𝑡 and object state 𝒔

𝑜
𝑡 . States are masked with

M when missing from the trajectory. Our goal is to learn robust
interaction skills that can generate physically feasible trajectories
while maintaining similarity to the available reference states. For-
mally, we aim to learn a set S of feasible trajectories where each
A∗ ∈ S maximizes the expected return R(𝝅) while satisfies the
following constraints:

A∗ = {𝒔∗𝑖 , 𝒔
∗
𝑖+1, ..., 𝒔

∗
𝑇 }, 𝑖 ∈ 0, ...,𝑇 , (3)

∀𝑡 ∈ 𝑖, ...,𝑇 − 1 : (𝒔∗𝑡 , 𝒔∗𝑡+1) ∈ F , (4)

∀𝑡 ∈ 𝑖, ...,𝑇 :M𝑡 ( |𝒔∗𝑡 − 𝒔𝑡 |) ≤ 𝜺 . (5)
Here, F denotes the set of physically plausible state transitions,

encompassing both robot-object interaction dynamics and physical
constraints.M𝑡 ∈ {0, 1} is a binary mask indicating whether the
reference state at time 𝑡 is available (M𝑡 = 1) or missing (M𝑡 = 0),
and 𝜺 defines the tolerance bounds for each dimension of the robot
and object states. Each trajectory A∗ can start from any time step
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Fig. 3. Given sparse demonstrations (e.g., two short trajectories of Shot and Dribble), there exist infinite valid but uncaptured trajectories that can either bridge
between them or emerge from their neighboring states (illustrated by question marks). Our method discovers and learns these potential trajectories through
three key steps: (1) constructing a Stitched Trajectory Graph (STG) to identify possible transitions between demonstrations, (2) expanding STG into a State
Transition Field (STF) that establishes connections for arbitrary states within the demonstration neighborhood, and (3) learning a skill policy via Adaptive
Trajectory Sampling (ATS) and Reinforcement Learning from Interaction Demonstrations (RLID). This enables robust skill transition and generalization far
beyond the original sparse demonstrations which contain no instances of skill transitions or error recovery patterns.

𝑖 and any state within an 𝜺-neighborhood of 𝒔𝑖 , progressively con-
verging towards the reference trajectory until time𝑇 . The setS thus
represents all physically feasible trajectories in this neighborhood,
characterizing the robustness and generalization of an ideal skill.

4.2 Motivation and Method Overview
While the basic RLID method [Wang et al. 2024c] relies on state
initialization from the reference trajectory [Peng et al. 2018], it
becomes problematic when handling data degradation. Unlike lo-
comotion imitation, interaction tasks are highly sensitive to data
perturbations - even a 2cm deviation between finger and objects
may cause catastrophic failures. Fig. 2 illustrates a typical error
pattern in reference data. When data degradation exists around time
step 𝑖 , the learning of the entire state transition chain may break
around time step 𝑖 , resulting in near-zero success rates despite the
policy converging well on other demonstration segments.
From Eq. 5, we know that the target trajectory set S lies within

the 𝜺-neighborhood of the degraded reference trajectoryA, as illus-
trated in Fig. 2. Therefore, random initialization within the entire
𝜺-neighborhood theoretically ensures complete coverage of states in
S, potentially providing better escape from local optima compared
to initialization from fixed erroneous states. This insight motivates
our data augmentation framework that establishes directed transi-
tions for every state in the neighborhood, naturally forming a field
of state transitions - hence termed State Transition Field (STF). More-
over, as implied by Eq. 1, increasing sampling frequency around
challenging segments enhances the probability of discovering valid
trajectories in S. By allocating larger sampling weights to harder
state transitions, we can better address the "chain break" problem

and improve the success rate of complete trajectory execution. We
term this method as Adaptive Trajectory Sampling (ATS).
Given the ability to handle noisy and incomplete data, we fur-

ther augment the training data by stitching different trajectories
to form a graph structure termed Stitched Trajectory Graph (STG).
STF is then built upon STG to provide broader state coverage. For
demonstrations with different condition labels, we construct sep-
arate STFs for each condition 𝒄 , where trajectories sampled from
STF inherit the corresponding condition. During training, ATS sam-
ples reference trajectories from these STFs, allowing the policy to
learn diverse state transition patterns conditioned on 𝒄 . Fig. 3 illus-
trates this process using basketball skill learning as an example. The
following subsections detail these technical components.

4.3 State Transition Field
A straightforward way for neighborhood sampling is to add noise 𝜺
to the basic RLID initialization when starting from 𝒔𝑡 [Liu et al. 2010;
Peng et al. 2022]. However, this leads to convergence issues both the-
oretically and empirically. Specifically, neighborhoods of different
states may have significant overlap, especially when states are close
or the neighborhood range is large. In such cases, a state 𝒔new may
simultaneously belong to multiple reference state neighborhoods,
leading to convergence challenges due to the non-unique mapping
of state transitions. Therefore, unique transition directions must be
established for each neighborhood state to ensure convergence.
Moreover, when neighborhoods are large, transitions from the

border to the center may be physically infeasible in a single simula-
tion step. We resolve this by inserting masked states between distant
points as potential missing data to be inpainted. These masked states
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contain no predefined values, serve purely as temporal buffers for
bridging distant transitions and are excluded from reward computa-
tion. This essentially constructs missing data patterns that can be
repaired through RLID.

The unique transition directions for all states in the neighborhood
form a field of state transitions, which we term State Transition
Field (STF). During training, we randomly sample trajectories from
STF for RLID training. In the following, we detail the process of
sampling a trajectory from STF.

4.3.1 𝜺-Neighborhood State Initialization (𝜺-NSI). Given a reference
trajectoryA = {𝒔0, ..., 𝒔𝑇 }, we randomly select a time 𝑖 and sample a
new state 𝒔new uniformly from the 𝜺-neighborhood of the reference
state 𝒔𝑖 as the initial state of the sampled trajectory.

4.3.2 Connection Rules. We then compute the similarity metric
between 𝒔new and all reference states in A, identifying the state 𝒔 𝑗
that exhibits maximum similarity:

𝒔 𝑗 = arg max
𝑠∈A

𝑆 (𝒔new, 𝒔) . (6)

Based on the similarity score between 𝒔new and 𝒔 𝑗 , we determine
the required number 𝑁 of masked states 𝒔∅ to ensure feasible state
transitions. The sampled trajectory is constructed as:

{𝒔new, 𝒔∅, ..., 𝒔∅︸    ︷︷    ︸
𝑁

, 𝒔 𝑗 , ..., 𝒔𝑇 },
(7)

where 𝒔new serves as the initialization state. The detailed computa-
tion of similarity metrics and masked node numbers is provided in
the supplementary material.

4.4 Stitched Trajectory Graph
For sparse demonstrations, there often exist potential connections
between them that were simply not captured during data collection.
We can artificially construct these connections between demon-
strations and use masks to indicate the missing data. Benefiting
from STF’s capability in handling noisy and incomplete data, these
artificially introduced "noise" and "missing data" through manual
stitching can be effectively repaired. This stitching approach ef-
fectively expands the coverage of the demonstration space while
maintaining the inherent structure of the original demonstrations.

Consider a trajectoryA representing skill A, and a set B contain-
ing all states from trajectories of other skills. We posit that all states
in B potentially have valid transitions to skill A, even though these
transitions were not captured during data collection. By stitching
these potential trajectories with A, we are essentially construct a
Stitched Trajectory Graph (STG) of skill A, denoted as A†. Specif-
ically, for each state in B, we employ similar connection rules as
described in Sec. B.4 to construct its path to trajectory A. Notably,
we exclude connections for states in B that are too distant from
A. Once the STG A† is constructed, we use it to replace the origi-
nal reference trajectory A for subsequent STF data augmentation,
trajectory sampling, and RLID training. Fig. 3 shows an example.

4.5 Adaptive Trajectory Sampling
To improve performance on hard samples and address the "chain
break" problem, we use Adaptive Trajectory Sampling (ATS) to

adaptively adjust samplingweights based on sample difficulty, which
is similar to [Won and Lee 2019]. When initialized from state 𝒔𝑖 ,
the clip A𝑖 = {𝒔𝑖 , ..., 𝒔𝑇 } will be used for training. We define the
sampling probability for clip A𝑖 as 𝑝𝑖 , formulated by:

𝑝𝑖 =
𝑒−𝜆𝑠∗𝑟𝑖∑𝑇−1
𝑗=0 𝑒−𝜆𝑠∗𝑟 𝑗

, 𝑟𝑖 =
1

𝑇 − 𝑖

𝑇−1∑︁
𝑡=𝑖

𝑟𝑡 , (8)

where 𝑟𝑡 is defined in Eq. 2, 𝑟𝑖 is the average reward per frame, which
quantifies the reconstruction quality when initializing from state
𝒔𝑖 . 𝜆𝑠 ∈ [0,∞) is a coefficient that controls the trade-off between
uniform sampling (𝜆𝑠 = 0) and difficulty-based sampling (𝜆𝑠 > 0).

We now describe the complete STF sampling process integrated
with ATS. Given an STF built upon STG:
• First, with probability 𝑝𝑒 , we decide whether to sample the
centroid state from external state set B or from the original
trajectoryA. For the former case, we uniformly sample from
B. For the latter case, we select the centroid state according
to the probabilities computed by ATS.
• Once a centroid state is selected, with probability 𝑝𝑛 , we
either sample a starting state from its neighborhood (NSI), or
use it directly as the starting state.

During multi-skill learning, skills also vary in difficulty. ATS can
be similarly applied to ensure balanced learning across skill classes.

4.6 History Encoder
Policies lacking temporal or historical context cannot execute mem-
ory dependent behaviors, such as determining the ball-holding du-
ration before passing. These state transitions cannot be determined
solely by the current state, as similar states in the reference tra-
jectory may lead to different transitions at different times. This
ambiguity can prevent basic RLID from converging. While phase
or temporal encoding [Peng et al. 2018] can address this issue, they
require manual specification, which becomes particularly challeng-
ing when dealing with multi-skill transitions. We propose History
Encoder (HE) that captures temporal dependencies in a data-driven
manner, operating autonomously without manual phase specifica-
tions, enabling flexible skill transitions at arbitrary states.

Formally, given a sequence of 𝑘 previous states 𝒔𝑡−𝑘 , ..., 𝒔𝑡−1, the
HE 𝜽 generates a compact historical embedding:

𝒉𝑡 = 𝜽 (𝒔𝑡−𝑘 , ..., 𝒔𝑡−1). (9)

The policy network then takes this historical context into account:

𝒂𝑡 ∼ 𝝅 (·|𝒄, 𝒔𝑡 ,𝒉𝑡 ) . (10)

To ensure stable training, we pre-train HE using behavioral cloning
and freeze its parameters during RLID training. This compact history
embedding prevents overfitting and alleviates PPO convergence
issues that might arise from high-dimensional history observations.
Details are provided in the appendix.

5 EXPERIMENT

5.1 Experimental Setup
Our study employs Isaac Gym [Makoviychuk et al. 2021] as the
physics simulation platform. All training procedures are executed
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(a) SM on Layup, 0.0% SR (b) Ours on Layup, 96.6% SR (c) SM on DL-DR, 1.4% SR (d) Ours on DL-DR, 100% SR

Fig. 4. Qualitative comparison on BallPlay-M. Blue trajectories in (a,b) indicate executions beyond the reference Layup data length. In (c,d), green and blue
trajectories represent dribbling left (DL) and dribbling right (DR) respectively, demonstrating skill transition not present in the reference data.

(a) SM on Pour-Kettle-Cup (b) SM on Stand-Chair

(c) Ours on Pour-Kettle-Cup (d) Ours on Stand-Chair

Fig. 5. Qualitative comparison on ParaHome. Humanoid performing (a,c) tea-pouring and teapot placement, (b,d) standing and chair-pushing sequences.

on a single NVIDIA RTX 4090 GPU, leveraging 2048 parallel envi-
ronments. Across all experiments, the PD controller and simulation
operate at a frequency of 120 Hz, while the policy is sampled at
60 Hz. We use the Proximal Policy Optimization algorithm (PPO)
[Schulman et al. 2017] to optimize the policy. The simulated hu-
manoid model replicates the kinematic tree and degrees of freedom
(DoF) configurations in the demonstration dataset. Detailed hyper-
parameter settings are available in the appendix.
For evaluation, we consider the following four metrics:
Success Rate (SR): the percentage of successful skill executions

when initialized from the reference state of the current skill. For
BallPlay-M [Wang et al. 2024c], we consider a skill execution suc-
cessful if it can be performed continuously for 10 seconds. For Para-
Home [Kim et al. 2024], Success is defined as accurately reproducing
the demonstrated interaction.
Skill Transition Success Rate (TSR): the percentage of suc-

cessful target skill executions when initialized from reference states
of other skills.
𝜺-Neighborhood Success Rate (𝜺NSR): this metric evaluates

robustness and generalization capabilities by measuring the success
rate when initializing from states sampledwithin an 𝜺-neighborhood
of the reference trajectory.

Normalized Reward (NR): we compute the average reward per
frame using NR = 1

𝑇

∑𝑇−1
𝑡=0 𝑟𝑡 , where 𝑟𝑡 is defined in Eq. ?? and 𝑇

represents the length of the reference trajectory.
All metrics are averaged over 10,000 random trials to ensure

statistical reliability.

5.2 Evaluation on BallPlay-M
Dataset and Setup. BallPlay-M [Wang et al. 2024c] is a human-

basketball interaction dataset containing diverse basketball skills.
We select 5 representative skills: Dribble-Forward (DF), Dribble-Left
(DL), Dribble-Right (DR), Layup, and Shot, each represented by a
1-3 second clip. The skill labels are one-hot encoded as conditions
𝑐 . All skills are trained using a unified policy network on a single
NVIDIA RTX 4090 GPU for over 1.3 billion samples (~24 hours).

Methods. We compare our method against two representative
baselines: (1) SkillMimic (SM) [Wang et al. 2024c], a state-of-the-art
RLID method, and (2) DeepMimic (DM) [Peng et al. 2018], a classic
locomotion imitation learning approach adapted for RLID following
SM’s implementation [Wang et al. 2024c]. For fair comparison, both
baselines are trained with identical setup as our method. We further
augment these baselines with 𝜺-Neighborhood State Initialization (𝜺-
NSI), denoted as SM+𝜺-NSI and DM+𝜺-NSI respectively. Finally, we
implement our full method on both baselines, denoted as SM+Ours
and DM+Ours. The dimension of history embedding is 3.

Quantitative Analysis. As shown in Tab. 1, baseline methods
achieve satisfactory performance on dribble skills (DF, DL, DR)
but struggle with scoring skills (Layup, Shot). This performance
gap stems from the incomplete state transition loops in reference
data for scoring skills (visualized in Fig. 1). Besides, baseline meth-
ods show limited skill transition capability due to the lack of skill
transition demonstrations in the reference data.
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Table 1. Quantitative comparison on BallPlay-M. The neighborhood range 𝜺 for 𝜺NSR test is consistent with training settings

SR↑ (%) / 𝜺NSR↑ (%) / NR↑ TSR↑ (%)
Method DF DL DR Layup Shot Avg. DL-DR DF-DR DF-Shot Layup-DF Avg.

DM 89.2 / 38.5 / 0.09 70.4 / 24.5 / 0.10 87.5 / 26.8 / 0.06 0.0 / 0.0 / 0.18 0.0 / 0.0 / 0.12 49.4 / 18.0 / 0.11 1.6 17.1 0.0 50.2 17.2
DM + 𝜺-NSI 96.2 / 56.3 / 0.10 76.5 / 38.7 / 0.11 81.8 / 29.5 / 0.06 1.0 / 0.5 / 0.20 0.0 / 0.0 / 0.11 51.1 / 25.0 / 0.12 2.9 14.0 0.0 46.1 15.8
DM + Ours 88.6 / 53.8 / 0.08 89.4 / 55.9 / 0.08 92.6 / 54.2 / 0.10 99.1 / 50.9/ 0.12 0.0 / 0.0 / 0.06 73.9 / 43.0 / 0.088 93.6 87.0 0.0 72.1 63.2

SM 97.3 / 40.3 / 0.64 71.9 / 29.4 / 0.49 97.8 / 22.9 / 0.35 0.0 / 0.0 / 0.64 2.9 / 1.3 / 0.48 54.0 / 18.8 / 0.52 1.4 28.0 0.8 31.2 15.4
SM + 𝜺-NSI 98.1 / 61.2 / 0.38 98.7 / 59.8 / 0.51 97.1 / 44.9 / 0.36 23.1 / 12.1 / 0.62 0.0 / 0.0 / 0.39 63.4 / 35.6 / 0.45 37.2 77.3 0.0 49.3 41.0
SM + Ours 99.8 / 62.7 / 0.37 100.0 / 42.2 / 0.42 99.7 / 42.0 / 0.34 96.6 / 58.5 / 0.57 100.0 / 56.0 / 0.46 99.2 / 52.3 / 0.43 100.0 99.7 99.8 99.8 99.8

Table 2. Quantitative comparison on ParaHome. The neighborhood range 𝜺 for 𝜺NSR test is object-centric.

SR↑ (%) / 𝜺NSR↑ (%) / NR↑
Method Place-Pan Place-Kettle Place-Book Drink-Cup Pour-Kettle Stand-Chair Pour–Kettle-Cup Avg.

SM 38.4 / 1.0 / 0.92 0.0 / 0.0 / 0.51 0.0 / 0.0 / 0.53 0.0 / 0.0 / 0.39 0.0 / 0.0 / 0.84 0.0 / 0.0 / 0.55 0.0 / 0.0 / 0.79 5.5 / 0.1 / 0.65
SM + 𝜺-NSI 100 / 16.2 / 0.88 0.0 / 0.0 / 0.53 0.0 / 0.0 / 0.32 0.0 / 0.0 / 0.42 0.0 / 0.0 / 0.67 0.0 / 0.0 / 0.55 0.0 / 0.0 / 0.74 14.3 / 2.3 / 0.59
SM + T 51.6 / 12.6 / 0.93 0.0 / 0.0 / 0.30 100 / 12.1 / 0.85 99.9 / 20.3 / 0.84 100 / 21.5 / 0.95 0.0 / 0.0 / 0.63 48.1 / 8.0 / 0.86 57.1 / 15.6 / 0.77
SM + Ours 100 / 22.2 / 0.86 100 / 49.9 / 0.52 100 / 82.4 / 0.86 100 / 33.9 / 0.89 99.9 / 22.5 / 0.93 100 / 46.6 / 0.74 100 / 23.1 / 0.87 100 / 40.1 / 0.81

While naive 𝜺-NSI provides moderate improvements, our full
method demonstrates substantial performance gains across all met-
rics: +45% in average SR; +33% in average 𝜺NSR; +84% in average
TSR. Although SM achieves the highest NR, demonstrating strong
fitting capacity on the reference dataset, it shows unbalanced suc-
cess rate and poor generalization performance. In contrast, our
method not only fits the reference data well but also exhibits strong
generalization and robustness to out-of-domain cases.

Qualitative Analysis. Fig. 1(a) and Fig. 4(b) demonstrate the su-
perior robustness and generalization capabilities of our method,
despite learning each skill from only a single noisy reference tra-
jectory. Learning from just five sparse demonstrations, Fig. 1(b)
showcases smooth skill transitions that never shown in the refer-
ence dataset. These visualizations, combined with the quantitative
results, validate our method’s capability in learning robust and gen-
eralizable interaction skills from sparse and noisy demonstrations.

5.3 Evaluation on ParaHome
Datase and Setup. ParaHome dataset [Kim et al. 2024] features

diverse human-object interactions in household scenarios. We eval-
uate on 7 representative interaction clips: Place-Pan, Place-Kettle,
Place-Book, Drink-Cup, Pour-Kettle, Stand-Chair, and Pour-Kettle-
Cup, each spanning 2-5 seconds. For each clip, we train an inde-
pendent policy for around 1.0 billion samples on a single GPU. To
evaluate object-centric generalization, during testing, we set 𝜺 as
random perturbations of object pose: -45° to 45° rotation around
z-axis and up to 10cm positional offset in the xy-plane.

Methods. We maintain similar method settings as in BallPlay-
M experiment. However, our full approach here excludes the STG
component, as trajectories involving different objects (e.g., kettle vs.
chair) cannot form meaningful connections for cross-skill learning.
We additionally condition SM with reference time 𝑡 as 𝒄 to examine
the effect of historical information, denoted as SM+T.

Table 3. Ablation study on key components. Conducted on BallPlay-M.

Method SR↑ (%) TSR↑ (%) 𝜺NSR↑ (%) NR↑
SM 53.98 18.25 15.36 0.52

SM + ATS 56.39 22.43 19.74 0.42
SM + HE 60.07 34.52 7.09 0.48
SM + STF 68.67 35.07 36.96 0.43
SM + STG 74.74 71.67 28.91 0.44

SM + STG + STF 77.12 73.18 45.08 0.40
SM + STG + STF + ATS 76.44 70.23 45.67 0.39

SM + STG + STF + ATS + HE (Full) 99.21 99.84 52.27 0.43

Quantitative Analysis. The baseline method SM largely fails on
these tasks due to small-scale motions and concentrated states, mak-
ing action decisions challenging without historical context. More-
over, the impact of data noise is amplified in finger-level manip-
ulation, hindering convergence. While incorporating 𝜺-NSI and T
separately addresses some issues, our full method further enhances
overall success rate, robustness, and convergence across all tasks.

Qualitative Analysis. As shown in Fig. 5, SM struggles to recon-
struct these interactions under the compound challenges of demon-
stration inaccuracy and ambiguous state transitions. In contrast, our
method achieves natural interaction imitation. Fig. 1(c) shows the
generalization capabilities learned from a single demonstration.

5.4 Ablation Study
To assess each component’s contribution, we perform comprehen-
sive ablation studies on BallPlay-M following the experimental setup
detailed in Sec. 5.2. Results in Tab. 3 reveals that each proposed
component yields substantial performance gains. The synergistic
integration of these components in our full method achieves the
optimal performance, validating our design choices.

Additional experiments on data efficiency, in-hand reorientation,
and locomotion skills are available in the appendix.
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6 CONCLUSION
In this paper, we introduce a novel data augmentation and learning
framework that fundamentally advances the learning of robust and
generalizable interaction skills from sparse and noisy demonstra-
tions. Through extensive experiments on basketball manipulations
and diverse household tasks, coupled with comprehensive ablation
studies, our approach demonstrates substantial improvements over
state-of-the-art methods.
While our framework shows limitations with heavily corrupted

demonstrations, incorporating large-scale interaction priors (e.g.,
training tracking policies conditioned on target robot-object states)
could address these challenges. Given our framework’s unique capa-
bility to extract rich manipulation patterns from sparse noisy data,
it shows promise as a fundamental building block for broader appli-
cations in both animation synthesis and robotic skill acquisition.
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A ADDITIONAL EXPERIMENT

A.1 Evaluation on Data Efficiency
To evaluate our method’s improvement in data efficiency, we con-
duct experiments with varying amounts of training data for a sin-
gle skill. Specifically, we construct four datasets from BallPlay-M’s
pickup clips with increasing sizes: 1, 4, 10, and 40 clips respec-
tively. For each dataset, we train policies using both SkillMimic (SM)
and our method (SM+STF+ATS+HE) for approximately 3.2 billion
samples. During evaluation, we place balls randomly within con-
centric circles of varying radii (1-5 meters) around the humanoid.
The quantitative results in Tab. 4 show our method consistently
outperforms baselines across all data scales. Even with 40 training
clips, it improves generalization success rate by 13% (reaching 96%),
demonstrating its effectiveness scales well with increased training
data.

A.2 Evaluation on Locomotion Skills
Although our method is primarily designed for learning interac-
tion skills, we investigate its potential benefits for locomotion skill
generalization. We selected two representative locomotion skills
from the BallPlay-M dataset: a single-clip Run skill and a Getup
skill comprising eight diverse Getup clips. These skills were trained
simultaneously using a unified policy with skill conditions.
For comparison, we also evaluated against state-of-the-art loco-

motion methods, specifically AMP [Peng et al. 2021] combined with
random state initialization [Peng et al. 2022], denoted as AMP-RSI.
Other baseline settings follow those in the BallPlay-M experiment
in the main paper, except that object-related terms were removed
from both observations and reward functions since this experiment
focuses on pure locomotion.

Tab. 5 presents the quantitative results, demonstrating the effec-
tiveness of our approach in enhancing robustness and generalization
performance of locomotion skills.

A.3 Evaluation on Zero-Shot In-Hand Reorientation
While existing methods excel at grasp pose generation [Jiang et al.
2021; Luo et al. 2024; Wang et al. 2023b; Xu et al. 2023b; Zhang et al.
2025], they typically cannot generate complex in-hand manipula-
tions. Our method can effectively bridges this gap by augmenting
discrete grasp frames into continuous manipulations. Specifically, to
reorientate a cube to target poses, we first obtain a grasp pose using
existing methods [Zhang et al. 2025]. Given the geometric symme-
try of the cube under 90-degree rotations, we can augment a single
grasp pose into 24 valid grasp poses (6 faces × 4 orientations). Each
pose is then replicated for 100 frames to create 24 trajectories, with
the cube’s 3D orientation serving as the condition label 𝑐 . We train
a pose-conditioned policy using our full method. During testing,
given a novel cube orientation as condition, our method successfully
generates natural hand manipulation sequences to achieve the de-
sired cube orientation. Fig. 1(d) in the main paper shows an example
of 90-degree cube orientation, where the intermediate manipulation
process is learned from no demonstration. This application demon-
strates our method’s potential for both manipulation learning and
data augmentation.

Table 4. Performance under different data amounts of ball pickup.

SR↑ (%) with Random Ball Positions

Method 1 Clip 4 Clips 10 Clips 40 Clips

SM 0.10 16.26 32.26 82.84
SM + Ours 0.54 46.64 85.68 96.32

Table 5. Quantitative comparison on locomotion skills.

SR↑ (%) / 𝜺NSR↑ (%) / NR ↑ TSR↑ (%)
Method Getup Run Getup-Run Run-Getup

AMP + RSI 99.3 / 98.6 / 0.01 93.3 / 80.5 / 0.66 37.9 99.7
DM 24.4 / 24.9 / 0.64 46.5 / 22.2 / 0.73 0.2 22.4
DM + 𝜺-NSI 96.9 / 97.9 / 0.47 93.2 / 84.9 / 0.65 62.6 5.7
DM + Ours 98.5 / 98.2 / 0.54 97.1 / 81.5 / 0.64 67.2 96.2
SM 69.2 / 66.0 / 0.80 74.0 / 36.4 / 0.78 10.5 44.9
SM + 𝜺-NSI 97.8 / 97.3 / 0.66 99.4 / 91.8 / 0.77 93.4 12.7
SM + Ours 99.1 / 98.0 / 0.64 99.9 / 91.0 / 0.71 97.9 100.0

B TECHNICAL DETAILS

B.1 Observation
The state 𝒔𝑡 = {𝒐𝑠𝑏 𝑗𝑡 , 𝒐

𝑓
𝑡 , 𝒐

𝑜𝑏 𝑗
𝑡 } observed by the policy consists of

the following components:

• Humanoid observation 𝒐𝑠𝑏 𝑗𝑡 :
– Global root height
– Body position and rotation in local coordinates
– Body position velocity and angular velocity
• Contact observation 𝒐

𝑓
𝑡 :

– Net contact forces at fingertips
• Object observation 𝒐𝑜𝑏 𝑗𝑡 :
– Position and rotation in local coordinates
– Linear and angular velocities

All coordinates are transformed into the humanoid’s root local
coordinate system to enhance generalization.

B.2 Policy
The policy output is parameterized as a Gaussian distribution:

𝒂𝑡 ∼ N(𝝓𝝅 (𝒔𝑡 ,𝒉𝑡 , 𝒄), 𝚺𝝅 ), (11)

where 𝝓𝝅 is a three-layer MLP (1024-512-512 units, ReLU activa-
tions) that maps state 𝒔𝑡 , history embedding 𝒉𝑡 , and skill condition
𝒄 to action means. The variances 𝚺𝝅 are set to 0.055 during train-
ing for exploration and 0 during testing for stability. The action
𝒂𝑡 represents target joint rotations, which are processed by a PD
controller to generate joint torques.

B.3 Reward Function
Following SkillMimic [Wang et al. 2024c], we use a unified imita-
tion reward for RLID training. The imitation reward combines four
components:

𝑟𝑡 = 𝑆 (𝒔𝑡+1, 𝒔𝑡+1) = 𝑟𝑏𝑡 ∗ 𝑟𝑜𝑡 ∗ 𝑟𝑟𝑒𝑙𝑡 ∗ 𝑟𝑐𝑔𝑡 , (12)

, Vol. 1, No. 1, Article . Publication date: April 2025.



Learning Robust and Generalizable Interaction Skills from Sparse and Noisy Demonstrations • 11

where 𝑟𝑏𝑡 , 𝑟
𝑜
𝑡 , 𝑟

𝑟𝑒𝑙
𝑡 , and 𝑟

𝑐𝑔
𝑡 represent body motion, object motion,

relative motion, and contact graph rewards respectively. All reward
weights are listed in Tab. 8.
• Body Motion Term:

𝑟𝑏𝑡 = 𝑟
𝑝
𝑡 ∗ 𝑟

𝑟
𝑡 ∗ 𝑟

𝑝𝑣
𝑡 ∗ 𝑟

𝑟 𝑣
𝑡 , (13)

Each sub-term follows:

𝑟𝛼𝑡 = 𝑒−𝜆
𝛼 ∗MSE(𝒔𝛼

𝑡+1,𝒔̂
𝛼
𝑡+1 ) , (14)

where 𝛼 ∈ {𝑝, 𝑟, 𝑝𝑣, 𝑟𝑣} represents position, rotation, posi-
tion velocity, and rotation velocity respectively. 𝒔𝛼

𝑡+1 and 𝒔𝛼
𝑡+1

denote reference and simulated states.
• Object Motion Term:

𝑟𝑜𝑡 = 𝑟
𝑜𝑝
𝑡 ∗ 𝑟

𝑜𝑟
𝑡 ∗ 𝑟

𝑜𝑝𝑣
𝑡 ∗ 𝑟𝑜𝑟𝑣𝑡 , (15)

with sub-terms following the same formulation as body mo-
tion rewards.
• Relative Motion Term:

𝑟𝑟𝑒𝑙𝑡 = 𝑒−𝜆
𝑟𝑒𝑙 ∗MSE(𝒔𝑟𝑒𝑙

𝑡+1,𝒔̂
𝑟𝑒𝑙
𝑡+1 ) , (16)

• Contact Graph Term:

𝑟
𝑐𝑔
𝑡 = 𝑒

−∑𝐽

𝑗=1 𝝀
𝑐𝑔 [ 𝑗 ]∗𝒆𝑐𝑔

𝑡+1 [ 𝑗 ] , (17)

where 𝒆
𝑐𝑔

𝑡+1 = |𝒔𝑐𝑔
𝑡+1 − 𝒔

𝑐𝑔

𝑡+1 | represents the contact error be-
tween simulated and reference states. 𝐽 is the number of
contact pairs. For experiment on BallPlay-M, 𝒔𝑐𝑔 contains
three contact pairs: ball-hands contact, ball-body contact, and
body-hands contact. Due to Isaac Gym’s limitations in de-
tecting complex contact pairs [Makoviychuk et al. 2021], we
determine contacts based on contact forces. For experiment
on ParaHome [Kim et al. 2024], the contact graph reward is
disabled (i.e., 𝑟𝑐𝑔𝑡 = 1).

For DM, we follow the implementation of SM, with the only
modification being the adoption of DM-style additive reward:

𝑟𝑡 = 𝑟
𝑝
𝑡 + 𝑟

𝑟
𝑡 + 𝑟𝑟 𝑣𝑡 + 𝑟

𝑜𝑝
𝑡 , (18)

with reward weights listed in Tab. 9.

B.4 Connection Rules
Given any two states 𝒔𝐴 and 𝒔𝐵 , their kinematic similarity is evalu-
ated using a modified similarity metric that excludes contact infor-
mation:

𝑆𝑘 (𝒔𝐴, 𝒔𝐵) = 𝑟𝑏 ∗ 𝑟𝑜 ∗ 𝑟𝑟𝑒𝑙 , (19)

where 𝑟𝑏 , 𝑟𝑜 , and 𝑟𝑟𝑒𝑙 are defined identically to those in the re-
ward function. Let 𝛽 = 𝑆𝑘 (𝒔𝐴, 𝒔𝐵) denote the computed similarity
score, the connection from 𝒔𝐴 to 𝒔𝐵 is established according to the
following criteria, where 𝜏 represents a predetermined similarity
threshold:
• When 𝛽 > 𝜏 , we introduce intermediate masked states be-
tween 𝒔𝐴 and 𝒔𝐵 . The number of masked states is determined
by:

𝑁 = min(−⌊log10 (𝛽)⌋, 𝑁𝑚𝑎𝑥 ), (20)
where 𝑁𝑚𝑎𝑥 denotes the maximum allowable number of
masked states.

Table 6. Hyperparameters for policy training.

Parameter Value
dim(𝒄) Skill Embedding Dimension 64
Σ𝝅 Action Distribution Variance 0.055
Samples Per Update Iteration 65536
Policy/Value Function Minibatch Size 16384
𝛾 Discount 0.99
Adam Stepsize 2 × 10−5

GAE(𝜆) 0.95
TD(𝜆) 0.95
PPO Clip Threshold 0.2
𝑇 Episode Length 60
𝜇 Dimension of history embedding 3
𝑘 History horizon length 60

Table 7. Hyperparameters for Data Augmentation. Note that 𝑁𝑚𝑎𝑥 rep-
resents the max allowable number of masked states; 𝜏 means the state
similarity threshold; 𝑝𝑒 is the probability of sampling from external refer-
ence states; 𝑝𝑛 is the probability of sampling from external states; 𝜆𝑠 is the
Adaptive Trajectory Sampling (ATS) weight; 𝜆𝑐 is the inter-class ATS weight.

Parameter BallPlay-M Locomotion ParaHome
𝑁𝑚𝑎𝑥 10 10 10
𝜏 1 × 10−10 1 × 10−10 1 × 10−10

𝑝𝑒 0.1 0.1 −
𝑝𝑛 0.1 0.1 0.1
𝜆𝑠 10 10 10
𝜆𝑐 5 5 5
𝜺𝑟𝑜𝑜𝑡𝑝𝑜𝑠 0.1 0.1 for Run. 1.0 for Getup 0.1
𝜺𝑟𝑜𝑜𝑡𝑣𝑒𝑙 0.1 0.1 for Run. 1.0 for Getup 0.1
𝜺𝑟𝑜𝑜𝑡𝑟𝑜𝑡 0.1 0.1 0.1
𝜺𝑟𝑜𝑜𝑡𝑟𝑜𝑡𝑣𝑒𝑙 0.1 0.1 0.1
𝜺𝑑𝑜𝑓 0.1 0.1 0.1
𝜺𝑑𝑜𝑓 𝑣𝑒𝑙 0.1 0.1 0.1
𝜺𝑜𝑏 𝑗𝑝𝑜𝑠 0.1 0.1 0.1
𝜺𝑜𝑏 𝑗𝑝𝑜𝑠𝑣𝑒𝑙 0.1 0.1 0.1
𝜺𝑜𝑏 𝑗𝑟𝑜𝑡 0.1 0.1 0.1
𝜺𝑜𝑏 𝑗𝑟𝑜𝑡𝑣𝑒𝑙 0.1 0.1 0.1

• When 𝛽 < 𝜏 , the connection is deemed invalid and subse-
quently discarded from consideration.

For BallPlay-M [Wang et al. 2024c], when constructing the stitched
trajectory graph (STG), we apply coordinate transformation to align
the stitched state pairs. Specifically, for a state 𝒔𝐴 , we first transform
its root position by aligning its (x,y) coordinates with the reference
state 𝒔𝐵 ’s root before computing their similarity. The transformed 𝒔𝐴
is then evaluated against connection criteria to determine whether
it should be added to the STG.

B.5 History Encoder Pre-training
We present a self-supervised pre-training approach for the History
Encoder (HE) that enables effective learning of temporal dependen-
cies. The pre-training process follows a behavioral cloning paradigm,
where we jointly train an encoder 𝜽 to generate compact historical
embeddings and an state predictor 𝝍 to model state transitions. The
encoder 𝜽 consists of three convolutional layers followed by a fully
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ALGORITHM 1: Online Motion Data Augmentation
Input: Dataset D, probabilities 𝑝1, 𝑝2, neighborhood radius 𝜖
Output: Augmented motion sequence m̃
Sample reference skill motion m = {𝒔̂0, ..., 𝒔̂𝑇 } from D;
if Bernoulli(𝑝1 ) then

Sample reference skill motion n ≠ m from D;
Sample initial state 𝒔̂∗ from n;

end
else

Sample 𝑘 ∈ [0,𝑇 ] according to Eq. 8;
𝒔̂∗ ← 𝒔̂𝑘 ;

end
if Bernoulli(𝑝2 ) then

Sample neighborhood states 𝒔̂𝑛𝑏 ∼ N(𝒔̂∗, 𝜖 ) ;
𝒔̂∗ ← 𝒔̂𝑛𝑏 ;

end
for 𝑖 ∈ [0,𝑇 ] do

Compute similarity scores 𝑑𝑖 = Dist(𝒔̂∗, 𝒔̂𝑖 ) (Eq. 19);
end
Find closest state index 𝑗 = arg min𝑖 𝑑𝑖 ;
Calculate mask length 𝑁 according to 𝑑 𝑗 following Sec. B.4;
Return augmented sequence m̃ = {𝒔̂∗, 𝒔∅, ..., 𝒔∅︸     ︷︷     ︸

𝑁

, 𝒔̂ 𝑗 , ..., 𝒔̂𝑇 };

Table 8. Reward weights of SM in different tasks.

Parameter BallPlay-M Locomotion ParaHome
𝜆𝑝 Position 20 20 20
𝜆𝑟 Rotation 20 20 20
𝜆𝑝𝑣 Velocity 0 0 0
𝜆𝑟 𝑣 Rotation Velocity 0 0 0
𝜆𝑜𝑝 Object Position 1 − 1
𝜆𝑜𝑟 Object Rotation 0 − 0
𝜆𝑜𝑝𝑣 Object Velocity 0 − 0
𝜆𝑜𝑟𝑣 Object Angular Velocity 0 − 0
𝜆𝑟𝑒𝑙 Relative Motion 20 − 20
𝝀𝒄𝒈 [0] Ball-Hands Contact 5 − −
𝝀𝒄𝒈 [1] Ball-Body Contact 5 − −
𝝀𝒄𝒈 [2] Body-Hands Contact 5 − −

Table 9. Reward weights of DM in different tasks. DM related settings are
tested only on Locomotion and BallPlay tasks.

Parameter BallPlay-M Locomotion
𝜆𝑝 Position 40 40
𝜆𝑟 Rotation 2 2
𝜆𝑟 𝑣 Rotation Velocity 0.1 0.1
𝜆𝑜𝑝 Object Position 40 −

connected layer, while the predictor 𝝍 employs a three-layer MLP
structure similar to the policy network.

Given a demonstration dataset, we randomly sample state trajecto-
ries {𝒔𝑡−𝑘 , ..., 𝒔𝑡+1} as reference sequences with their corresponding
condition labels 𝒄 . The History Encoder 𝜽 processes a sequence of
𝑘 historical states to generate a 𝜇-dimensional embedding 𝒉𝑡 :

𝒉𝑡 = 𝜽 (𝒔𝑡−𝑘 , ..., 𝒔𝑡−1) (21)

This historical context is concatenated with the current state 𝒔𝑡
and condition 𝒄 , then passed to a state transition predictor 𝝍, which
estimates the next state:

𝒔𝑡+1 = 𝝍 ( [𝒄, 𝒔𝑡 ,𝒉𝑡 ]) (22)

The training objective combines state prediction accuracy with
an embedding regularization term:

L = 𝜆𝑎 |𝒔𝑡+1 − 𝒔𝑡+1 |2 + 𝜆𝑏 |𝒉𝑡 |2 (23)

where 𝜆𝑎 = 1 and 𝜆𝑏 = 10−5 are hyperparameters controlling the
balance between prediction accuracy and embedding regulariza-
tion. Both 𝜽 and 𝝍 are optimized during pre-training through this
objective. The predictor 𝝍 effectively approximates the combined
behavior of the policy and physical simulator, ensuring that success-
ful convergence during pre-training indicates the HE has learned
meaningful temporal representations.

C HYPERPARAMETERS
The hyperparameters for policy training are detailed in Tab. 6. Ad-
ditionally, Tab. 7 presents the data augmentation hyperparameters,
Tab. 8 and Tab. 9 displays the reward weights for SM and DM re-
spectively.
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